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Abstract

When COVID-19 was declared a pandemic in
early 2020, a virtual pandemic of misinforma-
tion had gone undeclared. While some of these
misinformed claims may be tame, others could
lead to the loss of life (e.g. Hydroxychloroquine
curing COVID-19) and behavioral changes with
larger ramifications (e.g. Bulk buying hand san-
itizer). Therefore, detecting and removing in-
stances of misinformation could reduce the con-
sequences that arise from a misled public. In
particular, misinformation tends to pervade so-
cial media platforms. Its convenience allows
users to easily consume and spread information
to others through posting. As a result of this
accessibility, many have turned to these outlets
as their primary source of news [1]. In 2020,
the three most used social media platforms were
Facebook, YouTube, and Twitter. While Face-
book dominates as the go-to platform for general
use, over half of Twitter’s user base ( 59%) is re-
liant on the platform for news [2]. Furthermore,
Twitter is known as the platform that houses
the personal thoughts of many well-known fig-
ures. As opposed to Facebook or YouTube,
where these interactions are scarce, users can
directly engage with these influencers and eas-
ily pass on the content produced by these fig-
ures for the user’s own network to see. Thus,
Twitter’s social structure allows information to
easily propagate between influencer and user,
and amongst users themselves. Accordingly, this
paper examines the correlation between influ-
ential Twitter accounts – right and left-leaning
news sources, health organizations, celebrities,
and right and left-wing politicians – and the
spread of misinformed claims on Twitter. Be-

ing higher-level nodes in their social networks,
these Twitter accounts are selected as their large
follower counts allow for information to easily
disseminate to a wider audience [3]. Visualiz-
ing these interactions can provide insight into
the patterns and trends allowing for the identi-
fication and cessation of misinformation spread.
This paper concentrates on misinformation, pre-
dominantly in the USA, during the early stages
of COVID-19 by comparing tweets from well-
known Twitter accounts to datasets consisting
of “fake” and “true” claim tweets. Addition-
ally, engagement metrics are used to gauge how
much traction tweets from different influential
Twitter accounts garner. Further work with
sentiment analysis is also conducted to explore
how users respond to tweets from influential fig-
ures - whether they amplify or dissuade informa-
tion based on sentiment (e.g. feeding into fear-
mongering) and whether sentiment acts as a mo-
tivator in the spread of information. With this,
timelines of tweet frequency, engagement, and
sentiment are used to determine the correlations,
via application of the Kendall Rank Correlation
Coefficient and Mann-Kendall significance test,
between influential Twitter groups and general
fake and true tweets. The results show that the
most statistically significant relationship found
is between the distribution of real tweets and
average likes and retweets from health organiza-
tions. Other social network nodes do not have
concrete relationships with fake and real tweets.
It is also observed that sentiment is not a driv-
ing factor, however, additional exploration into
the influence of sentiment is recommended.
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1 Introduction

Since the introduction of social media, people
have been able to connect with one another in an
instant. While this leads to information quickly
spreading amongst individuals and groups, it
also leads to the swift spread of misinforma-
tion. Furthermore, social media has overtaken
mainstream news networks as the predominant
news source, with 86% of Americans using social
media over other news outlets [1]. Since social
media content is heavily dependent on user en-
gagement (e.g. retweets, sharing, and posting),
false claims can be easily proliferated by exten-
sive engagement, leading to misinformed claims
reaching a wider audience. Additionally, as a re-
sult of the current over-reliance on social media
for news, people could easily be misled when en-
countering misinformation. Recently, under the
influence of the COVID-19 pandemic, dozens of
false claims and headlines surfaced, with some
of the notable claims connecting COVID-19 to
5G/radio-waves [4], proposing cleaning agents as
a preventative measure, and that the use of hy-
droxychloroquine can cure COVID-19 [5]. This
surge of misinformation impacts the livelihoods
and health of those led to believe them, as well
as the general public that lives alongside them.
In response to this, the World Health Organi-
zation resurfaced a previously coined term, “in-
fodemic,” to describe the overabundance of mis-
information emerging online and offline in their
efforts to bring awareness to this misinformation
pandemic [6].

In 2020, the three most used social media plat-
forms were Facebook, YouTube, and Twitter.
While Facebook dominates as the go-to plat-
form for general use, over half of Twitter’s user
base ( 59%) is reliant on the platform for news
[2]. Furthermore, Twitter is known as the plat-
form that houses the personal thoughts of many
well-known figures. As opposed to Facebook or
YouTube, where these interactions are scarce,
users can directly engage with these microblog-
ging influencers and easily pass on the content
produced by these figures for the users’ network
to see.

Similar to other social media platforms, Twit-
ter has a constantly evolving algorithm that at-
tempts to show the most relevant tweets to users.
This is accomplished by ranking tweets based
on various criteria (engagement, user activity,
tweet age, and special media usage - GIFs, emo-
jis, etc...) [7]. Most notably, Twitter’s algo-
rithm favors tweets that garner significant en-
gagement, which is tallied in the form of likes,
replies, retweets, and quote retweets (note that
quote retweets are similar to retweets, with the

added feature that users can retweet an origi-
nal tweet and post a comment attached to the
respective retweet [8]). Likes and replies are
similar to all other social media: numerical val-
ues describing how much direct engagement a
tweet has. While modeling the propagation of
tweets based on the metric of likes and replies
is difficult as they are characteristics of an al-
gorithm, retweets and quote retweets directly
propagate information to a new network of in-
dividuals; however, retweets show a sudden cas-
cade of informational propagation which expo-
nentially dies out quickly [9]. Early on, once
a tweet is retweeted, it is promptly retweeted
by other users, indicating rapid informational
diffusion [10]. In fact, users’ retweeting shows
preferential attachment as tweets with a higher
number of retweets will likely be retweeted more
often [11]. Therefore, it’s desirable to analyze
the engagement of tweets as they are directly
related to the source tweet’s (mis)informational
propagation. In this analysis, a focus is given to
retweets and likes since likes are representative
of the general traction for a tweet and retweets
aid with (mis)information propagation.

This analysis considers various large sub-
groups of "influential" Twitter accounts - health
organizations, left/right-wing news sources and
political figures, and celebrities. Since the
largest informational cascades tend to center
around influential users (high follower accounts
or previously influential individuals) [12], the
goal is to determine which sub-groups most
greatly influence the spikes in (mis)information
in the form of tweet frequency. However, since
this cascade effect is unreliable on an individual
basis and only reliable with large numbers of in-
fluencers [12], it is also crucial to pool together
numerous individual Twitter accounts into each
sub-group. Similar to social network analysis
(SNA) [13], this paper views influential figures’
accounts as social network nodes. The social
structure of Twitter allows for users to connect
and engage over common ideologies. With larger
network nodes amassing large follower counts,
the information they release easily disseminates
along its many edges. Therefore, according to
Dynamic Social Impact Theory (DSIT), higher-
level nodes in central positions of a network are
perceived as more influential and powerful [14].
In the context of COVID-19, these high nodes
can contribute to the spread of true and fake
news. To better understand how misinforma-
tion spreads on social media, the correlations
between influential social network nodes and the
spread of fake and real tweets are studied. Us-
ing data sets consisting of tweets between March
and May 2020, correlations were calculated be-
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tween the spread of misinformation and social
network nodes based on their tweet frequency,
average number of likes, and average number of
retweets.

Another aspect is sentiment analysis, which
is a method focused on identifying and quanti-
fying the emotions in language [15]. Based on
the findings of Jimenez-Zafra et al. [15], nega-
tive sentiment tends to correlate with increased
retweeting frequency. If this holds, misinforma-
tion should have a higher probability to spread
if the source tweets contain negative sentimen-
tal language. Furthermore, Nanath and Joy [16]
found that tweets are more likely to be retweeted
if they come from influential entities, contain
negative emotions, or have optimistic informa-
tion. As a result, it is significant to further study
how the sentiment of tweets may impact the vi-
rality of information shared over Twitter. This
can then be used to answer the question "What
sentimental language is typically associated with
misinformation".

To counter this spread of misinformation, sev-
eral solutions are being proposed and in the
works. For instance, Lanius et al. [17] found
that flagged tweets reduce the participant’s at-
titude towards it, with some participants chang-
ing their opinion on the matter. Furthermore,
according to Blankenship [18], Twitter must in-
troduce readily available fact-checking systems
for users, providing them a means of gauging the
credibility of what they read. Additionally, iden-
tifying bot accounts is necessary as they inten-
tionally spread fake news. Twitter must, there-
fore, develop mechanisms and tools to automate
this identification [18].

Our analysis takes a different route compared
to the aforementioned ones. We seek to deter-
mine answers to the question of "Which influ-
encers are more likely to spread misinformation
or information" and move towards calling for a
solution based on these results.

2 Materials & Methods

Table 1 provides examples of the Twitter ac-
counts considered as influential social network
nodes in different groups. The three main
groups considered were "Health Organizations",
"News Outlets", and "Individuals". The lat-
ter two groups were further subdivided based
on their political views into "Left" and "Right".
Accounts for the “Health Organizations” cate-
gory were restricted to governmental and ed-
ucational establishments related to the medi-
cal field. The “Left” and “Right" news out-
lets were determined based on a study classi-
fying the political-leaning of each news network

[19]. “Political Left” and “Political Right” indi-
viduals were chosen strictly based on their po-
litical affiliations (e.g. Republican/Democrat).
Finally, sixty-three “Celebrities” were taken out
of the top hundred most followed Twitter ac-
counts, excluding politicians and groups (e.g.
Barack Obama, Manchester United, One Di-
rection). Tweets made after January 1, 2020,
from accounts in each group were scrapped using
Twint [20], where relevant tweets were extracted
by filtering for case-insensitive COVID-specific
substrings in 1.

Figure 1: COVID Substrings

Data containing tweets that contribute to the
spread of COVID-19 misinformation are col-
lected from various open-source datasets. The
specific sources of datasets are shown in Table 2.
These datasets are already labelled as "real" or
"fake" news. The two categories were separated
for independent comparison with each Twitter
group. To ensure consistency of the distribution
of all datasets, only tweets from March to May
of 2020 are used.

A timeline of tweet frequency as well as two
types of engagement timelines were created to
assess the spread of misinformation. The two
categories of engagement include the average
number of likes and retweets per tweet over time
(i.e. Likes

Tweets and Retweets
Tweets ). While replies are an-

other significant form of platform engagement,
this metric is neglected as not all data sets pro-
vided reply counts.

Further investigation was done through sen-
timent analysis. The tweets were processed to
remove hyperlinks, "RT"s, punctuation, special
characters, and converted to lowercase. Using
the Python library, textblob[21], the processed
tweets for each group were scored on a polarity
scale from -1.0 to 1.0, representing negative and
positive respectively, as well as 0.0 for neutral.

All timelines were created using the Python li-
braries Pandas [22], Matplotlib [23], and NumPy
[24].
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Examples of Influential Twitter Accounts
Examples

Health Organizations CDCgov, WHO,
HarvardChanSPH,
JohnsHopkinsSPH

Right-Leaning News
Outlets

FoxNews, Real Daily
Wire, The Blaze

Left-Leaning News
Outlets

ABC News, CNN,
Guardian, VICE,
TheDailyShow

Political Right Boris Johnson,
Dave Rubin,
Donald Trump

Political Left Andrew Yang,
Hillary Clinton,
Justin Trudeau

Celebrities Adele, Bill Gates,
Elon Musk,
Jimmy Kimmel

Table 1: Examples of Influential Twitter Ac-
counts

Finally, tests to measure the correlation be-
tween the frequency, sentiment, and engagement
timelines are performed using the Kendall Rank
Correlation Coefficient (KRCC). This coefficient
is a non-parametric hypothesis test that provides
insight into the strength of dependence between
two variables [25] - in this case, the tweet fre-
quencies and engagement metrics between two
groups, and similarly, the sentiment frequencies
and engagement metrics between two groups. To
test for their significance, their p-values are cal-
culated based on the Mann-Kendall significance
test, with the null-hypothesis being a KRCC of
0 (no dependence). After binning the data in
intervals of three-days, the KRCC value, τb, is
calculated by plotting the binned y-axis values of
the timelines of each influential Twitter groups
against the datasets of real and fake tweets and
performing the following operation with the set
of (x,y) pairs: [25]

τb =
nc − nd

(n ∗ (n− 1)/2)

Where nc is the number of concordant pairs
where for i < j, xi < xj or yi < yj , nd is the
number of discordant pairs if the pair is not con-
cordant, and n is the total number of pairs.

The p-values are calculated using the kendall-
tau function in Python’s Scipy [26] library with
the following theory behind it [27]:

zb =
3(nc − nd)√

n(n− 1)(2n+ 5)/2

Open-source Data Sets Used for Analysis

TathyaCov: Detecting Fake Tweets in the
times of COVID 19 [28]

Cross-SEAN: A Cross-Stitch Semi-Supervised
Neural Attention Model for COVID-19 Fake
News Detection [29]

COVID-19-FAKES: A Twitter Dataset for De-
tecting Misleading Information on COVID-19
[30]

Dataset for COVID-19 Misinformation on
Twitter [31]

CMU-MisCov19: A Novel Twitter Dataset for
Characterizing COVID-19 Misinformation [32]

Table 2: Open-source Data Sets Used for Anal-
ysis

where for a two-tailed hypothesis test, the p-
value is twice the zb statistic.

3 Results

Figure 2 shows the various frequency timelines
from March 1st to May 25th 2020 separated
into each category of influential Twitter ac-
counts. The two last plots represent the spread
of fake and real tweets collected from open-
source datasets. The blue line represents the
daily tweet frequency fluctuations, while the his-
togram is binned every three days.

Figure 3 and Figure 4 represent the engage-
ment timeline plots, while Figure 5 represents
the tweet sentiment timeline plot - all over the
same period as Figure 2 (tweet frequency). Fig-
ure 3 shows the average daily likes timelines and
Figure 4 shows the average retweets timelines.
Figure 5 shows the frequency of negative, neu-
tral, and positive tweets per day. Similar to Fig-
ure 2 (tweet frequency), a histogram binned ev-
ery three days is used for Figures 3 and 4 (av-
erage likes and retweets). Note that since the
quantity of data across all categories varies and
no normalization was applied, the magnitudes of
the vertical axes differ.

From these timelines, the Kendall Rank Cor-
relation Coefficient (KRCC) and the Mann-
Kendall significance test p-value are determined
to evaluate the correlation between pairs of in-
fluential social network nodes and false and true
tweets. Tables 4 and 5 show the calculated pairs
of KRCC and p-values for tweet frequency and
the two engagement metrics (average likes and
average retweets). Tables 6 through 7 show the
calculated pairs of KRCC and p-values for the
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sentiment frequencies between influential nodes
and false and true tweets. The KRCC values be-
tween the sentiment frequencies and the two en-
gagement metrics can be found in the appendix.

Figure 2: Timelines for Tweet Frequency

Table 3: Tweet Frequency Timeline Correlation
KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Real 0.1053 0.5061
Fake -0.0798 0.5476

Political Right
Real 0.2354 0.0745
Fake 0.2129 0.1065

Political Left
Real 0.3192 0.0161
Fake 0.2217 0.0945

Celebrities
Real 0.1197 0.3670
Fake 0.0150 0.9102

News Right
Real 0.1687 0.2016
Fake 0.1214 0.3576

News Left
Real 0.2602 0.0487
Fake 0.1980 0.1332

Figure 3: Timelines for Average Likes

Table 4: Average Likes Timeline Correlation
KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Real 0.3153 0.0162
Fake -0.0690 0.6156

Political Right
Real 0.0246 0.8672
Fake -0.1084 0.4233

Political Left
Real 0.3300 0.0117
Fake 0.2956 0.0246

Celebrities
Real 0.1084 0.4233
Fake 0.3990 0.0020

News Right
Real 0.2414 0.0685
Fake -0.0887 0.5149

News Left
Real 0.0591 0.6689
Fake 0.0246 0.8672
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Figure 4: Timelines for Average Retweets (place-
holder)

Table 5: Average Retweets Timeline Correlation
KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Real 0.4138 0.0013
Fake -0.0739 0.5896

Political Right
Real 0.0099 0.9555
Fake -0.0197 0.8965

Political Left
Real 0.4729 0.0002
Fake 0.3842 0.0031

Celebrities
Real 0.3251 0.0131
Fake 0.1970 0.1394

News Right
Real 0.0394 0.7804
Fake -0.0591 0.6689

News Left
Real 0.3153 0.0162
Fake 0.2562 0.0528

Figure 5: Timelines for Tweet Sentiments

Table 6: Sentiment Real Tweets Timeline Cor-
relation KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Pos 0.1357 0.3096
Neu -0.0939 0.4855
Neg 0.0945 0.4847

Political Right
Pos 0.4086 0.0024
Neu 0.0153 0.9099
Neg 0.2843 0.0361

Political Left
Pos 0.3506 0.0089
Neu 0.2013 0.1362
Neg 0.2879 0.0330

Celebrities
Pos 0.0761 0.5717
Neu -0.0179 0.8949
Neg 0.1571 0.2602

News Right
Pos 0.3001 0.0251
Neu 0.1310 0.3275
Neg 0.2639 0.0499

News Left
Pos 0.3300 0.0131
Neu 0.1330 0.3186
Neg 0.3530 0.0080
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Table 7: Sentiment Fake Tweets Timeline Cor-
relation KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Pos -0.1945 0.1427
Neu -0.0652 0.6249
Neg -0.1535 0.2631

Political Right
Pos 0.2116 0.1139
Neu 0.2965 0.0264
Neg -0.0235 0.8645

Political Left
Pos 0.0676 0.6117
Neu 0.1887 0.1581
Neg -0.0467 0.7331

Celebrities
Pos -0.0403 0.8069
Neu 0.1791 0.1762
Neg -0.0620 0.6495

News Right
Pos 0.0325 0.8069
Neu 0.1791 0.1762
Neg -0.0620 0.6495

News Left
Pos 0.0496 0.7072
Neu 0.2255 0.0875
Neg -0.0025 0.9849

4 Discussion

After producing the timelines, KRCC values are
used to evaluate the correlation as they are
a distribution-free test that can measure the
strength of dependence between two variables
[33]. As the distribution of the timelines pro-
duced are unknown, KRCC is a preferable way
to assess their correlations. Its limitation of as-
sessing between only two variables also fits into
the problem definition of this project as we do
not test for correlations between different in-
fluential social nodes as they are linked poorly.
[34].

The KRCC between tweet frequency and real
and fake news is interpreted as the correlation
between the user’s posts and the spread of ei-
ther form of information. The KRCC between
engagement metrics of likes and retweets, and
real and fake tweets is interpreted as a measure
of similarity between the two audience groups.
It is used as an additional metric for how each
group contributes to the spread of misinforma-
tion, as different audience demographics inter-
act differently with social media [35]. Simi-
larly, the KRCC between the sentiment frequen-
cies of the influential nodes and real and fake
tweets is interpreted as the correlation between
the sentiment of the user’s posts and spread of
either form of information. The sentiments of
interest are ’negative’, ’neutral’, and ’positive’,

with emphasis on ’negative’ and ’positive’ dur-
ing analysis. Furthermore, the KRCC between
the sentiment frequencies and engagement met-
rics is interpreted as a measure of how the au-
dience groups respond to each sentiment. In
other words, to explore whether different influ-
ential nodes tend towards certain sentiments,
and whether their audience further fuels those
sentiments with higher engagement. However, it
should be noted that these sentiments have no
indication towards agreement or disagreement,
nor are they an indication of subjectivity; they
are only used to evaluate the degree of interac-
tion.

Likes and retweets were measured separately
as they measure different forms of engagement.
Retweets represent a higher level of engagement
compared to likes, as users must consciously de-
cide to share the information [36]. Furthermore,
likes are a passive activity, and this form of en-
gagement contributes less to the spread of con-
tent.

To go about defining different levels of signif-
icance interpreted from the KRCC, this paper
follows the proposed scale: [37]

• |τb| = 0.07 indicates a weak association

• |τb| = 0.21 indicates a medium association

• |τb| = 0.35 indicates a strong association

4.1 Tweet Frequency
Overall, health organizations show a consis-
tently moderate correlation across all three met-
rics with real news, and left-wing political figures
show a moderate correlation with real and fake
news. Looking at frequency alone, news groups
and political figures generally have a moderate
correlation with both types of news, while health
organizations and celebrities have a low correla-
tion. However, for most groups, these results
are not corroborated by the average likes and
average retweets.

From the KRCC and p-values, one can see
that for health organizations, the tweet fre-
quency KRCC is a negative value of -0.0798
for its correlation to fake tweets, while it has
a higher tweet frequency KRCC of 0.1053 for
true tweets in comparison as shown in Table 3.
The p-value for fake tweet frequency of 0.5476
in Table 4 is high, which indicates that health
organizations have a high probability of achiev-
ing the null-hypothesis: not correlated to fake
tweets. These trends are further reflected in the
engagement correlations from Tables 5 and 7,
where average likes and retweets both have a
much higher correlation to true tweets compared
to fake tweets. This could suggest that groups
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following real news are more likely to also follow
health organizations.

From Table 3, the tweet frequency of politi-
cally left-leaning news sources has a moderate
and moderately strong correlation with real and
fake tweets, respectively. Similarly, the rela-
tionship between average retweets and real/fake
retweet engagement is shown to have moderate
and strong correlation for real and fake tweets,
respectively. Finally, average likes appear to
show no discernible correlation. However, in an-
alyzing the p-values from Tables 3 to 5, the only
statistically significant values are the relation-
ship between left-wing news sources and true
tweet frequency with a KRCC of 0.1687 and a
p-value of 0.0487 as shown in Table 3, and with
true average retweet frequency with a KRCC
of 0.3153 and p-value of 0.0162 in Table 5 (all
other relationships would then require further
evidence to support any relationship). There-
fore, taking significance into account, real tweets
may have a more correlated distribution to left-
wing news sources relative to fake tweets. The
average likes metric for left-wing news sources
does not have any significant trends. The sta-
tistically significant correlations between tweet
frequency and average retweets with that of
real tweets suggests the possibility that left-wing
news outlets may impact the spread of real news.
Although the correlations with fake tweets are
not significant, their strengths are comparable
to the correlations with real tweets. Further in-
vestigations must be made to draw conclusions
between left-wing news and fake tweets, as it is
possible that left-wing news outlets effectively
spread both real and fake news.

When examining Table 3, tweet frequency
from politically left-wing individuals appears to
have moderately strong correlations with real
tweets of 0.3192, as opposed to a moderate cor-
relation with fake tweets of 0.2217. These former
correlations are shown to be statistically signif-
icant with a p-value of 0.0161 for true tweets.
From Tables 4 and 5, there is a slightly stronger
correlation between engagement and real tweets
compared to fake tweets. For average likes, the
correlation with real tweets is 0.3300 compared
to 0.2956 for fake tweets. For average retweets,
there is a KRCC of 0.4729 with real tweets and a
lower, but still strong correlation of 0.3842 with
fake tweets. All of these values are statistically
significant with p-values below 0.05. Consider-
ing the tweet frequency, the preference for real
tweets suggests the possibility that politically
left-wing individuals may impact the spread of
real tweets more than fake tweets and propa-
gate the same information through shared audi-
ence bases. However, the strong correlations be-

tween the engagement metrics and fake tweets
indicate that there is still considerable overlap
between left-wing individuals’ tweets and fake
tweets. While fake tweets may not spike at simi-
lar times as left-wing tweets, they may still prop-
agate the same information from the influencers’
tweets.

The correlations for celebrity individuals have
varying results across all three metrics of com-
parison for KRCC values as shown in Tables
3 to 5. Focusing on average retweets, there is
a strong correlation with real news of 0.3251,
shown to be statistically significant through a
p-value of 0.0131. However, when analyzing av-
erage likes, fake tweets have a strong, statisti-
cally significant relationship, a KRCC of 0.3990,
with celebrities, while the weak correlation with
real tweets is not significant. Neither of these
observations are supported by the tweet fre-
quencies, which is insignificant for real tweets.
However, the low KRCC and high p-value be-
tween celebrities and fake tweets suggests that
they are unlikely to propagate fake news. Al-
together, this could imply that celebrities’ au-
dience members engage with both real and fake
tweets, but celebrities themselves do not prop-
agate or spread either type of tweet. The mis-
match in tweet type may be a result of the dif-
ferent types of celebrities included in this anal-
ysis, and consequently, different demographics
who engage with tweets differently.

Across Tables 3 through 5, there is a moder-
ate correlation between the tweet frequencies of
politically right-wing individuals and both real
and fake tweets, the correlations are not sup-
ported by the low KRCC engagement metrics.
Furthermore, the large p-values indicate that
the null hypotheses were failed to be rejected,
suggesting that politically right-wing individu-
als’ tweets and engagement have little influence
on the spread of real and fake tweets. Simi-
larly, politically right-leaning news sources are
shown to be moderately correlated with both
real and fake tweets in terms of frequency. How-
ever, neither of these relationships are statisti-
cally significant, thereby requiring further inves-
tigation. Furthermore, there is an overwhelm-
ingly low correlation with KRCC values below
0.05 for either group between both engagement
metrics and tweet types.

4.2 Sentiment Frequency

Overall, sentiment is not a driving factor in the
spread of (mis)information. While real tweets
were found to have significant correlations to
sentiment frequency with all groups but health
organizations and celebrities, this does not align
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with the findings from section 4.1, suggesting
that sentiment does not play a major role in
the dissemination of health information. On
the other hand, fake tweets have consistently
low insignificant sentiment correlations for most
groups. Looking at engagement, this lack of in-
fluence is further reflected in the abundance of
high p-values.

Table 6 shows KRCC values of 0.4086 and
0.2843 for the frequencies of positive and nega-
tive tweets, respectively, between political right-
wing individuals and real tweets. Both are sig-
nificant, indicating high and moderate corre-
lations. All other sentiment correlations were
insignificant. However, as discussed in sec-
tion 4.1, political right-wing individuals have
little influence on the spread of real and fake
tweets. Therefore, while real tweets emote simi-
lar moods, it may not be in response (or related)
to tweets from political right-wing individuals
themselves, but perhaps to similar events to
which the individuals are reacting.

Table 6 also shows KRCC values of 0.3506 and
0.2879 for the frequencies of positive and nega-
tive tweets, respectively, between political left-
wing individuals and real tweets. Both are also
significant with p-values of 0.0089 and 0.0330,
indicating high and moderate correlation. Sim-
ilar to right-wing individuals, all other corre-
lations were insignificant. Along with section
4.1, this sentimental significance suggests that
those who spread real tweets respond accord-
ingly to both positive and negative sentiments
from political left-wing individuals. Consider-
ing the positive correlation with frequency and
engagement, this match in sentiment provides
support for the contribution to the spread of in-
formation from political left-wing individuals.

There is a low correlation with regards to sen-
timent frequency across tweet frequency, aver-
age likes, and retweets of health organizations
with both real and fake tweets. This low cor-
relation suggests that sentiment is not a factor
that drives engagement. Similarly, there are low,
insignificant correlations between the sentiment
frequency of celebrities and real and fake tweets.
With regards to engagement, the only significant
mode is for neutral tweets. As discussed in sec-
tion 4.1, just as celebrities don’t contribute to
the spread of (mis)information, the lack of sen-
timental significance also suggests a mismatch in
the type of information released between celebri-
ties, and real and fake tweets.

Positive and negative tweets from both right
and left news outlets have significant, moderate
to strong positive correlations with real tweets.
In section 4.1, real tweets show moderate sig-
nificant correlations in frequency and retweets

with left news outlets. This suggests that infor-
mation from left news outlets are more likely to
have been passed on through real tweets, harmo-
nizing in sentiment. For right news outlets, con-
sidering low engagement and lack of tweet fre-
quency overlap, the sentimental correlation does
not necessarily indicate that the same informa-
tion is spread, but rather a possibility that the
two groups are reacting to similar events. With
fake tweets, all correlations were low, with high
p-values suggesting a high probability of having
no correlation. The observations regarding fake
tweets align with the findings from section 4.1,
where low correlations were observed for both
news sources.

Finally, when looking at engagement with real
and fake tweets themselves, low to moderate cor-
relations were found across the tables. However,
these were mostly found insignificant, prompt-
ing further investigation.

4.3 Sources of Error

A number of future works may be completed
to further this study. Currently, the engage-
ment correlations for likes and retweets are not
weighted and are treated to have a similar signif-
icance as tweet frequency correlations. However,
retweets often contribute more to the spread of
information compared to likes. Therefore, for
future improvements, retweets can be weighted
exponentially to mimic the distribution of info
through networks while likes can be weighted as
a constant. Furthermore, the engagement data
used is biased towards individuals who are active
on social media and does not account for those
who have been affected by the information but
do not like or retweet. However, as the focus
on the study is the spread of misinformation on
social media, it makes sense to not account for
the silent users.

There are other limitations to this study, a
key source of error being the periods of time
each open-source dataset used, affecting the fre-
quency of real and fake tweets. The datasets
each focused on a different time frame from
which tweets were collected. To counter this, the
analysis interval was cut off to between March
1st and May 25th, which had a large number of
tweets for each dataset. To ensure each dataset
contained the same number of points and to
reduce noise, the data was binned every three
days. Additionally, there is an uneven number
of tweets in each dataset. This is not thought to
impact the correlations between each timeline
greatly, as the relative fluctuations in frequency
should still be correlated.

Furthermore, the classification method of the
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real and fake tweets differ as they were obtained
from different open-source datasets. Some au-
thors used machine learning models, while oth-
ers relied on fact-checking websites. Addition-
ally, different authors may have had different
interpretations of what was considered "fake"
and "real". In particular, tweets that fell into
a grey-area of "partially" true or false may not
be equally classified across different datasets.

What’s more, the tweets of influential nodes
used were not originally filtered when scrapped
by Twint. During data pre-processing, related
tweets were filtered on the basis of whether they
contained particular keywords. However, it is
possible that unrelated tweets may have been
included as this filtration method relied on sub-
string searching (e.g. rona is a substring of other
common, non-COVID related words). Similarly,
related tweets may have been missed as some
COVID-related terms were too vague to effec-
tively filter out non-relevant tweets (e.g. while
’vaccine’ retrieves tweets related to COVID-19,
it may also retrieve tweets related to other ill-
nesses such as the common flu).

Regarding the sentiment analysis, a couple
of limitations are noted. This study uses a
pre-trained sentiment analysis model from the
Python library, Textblob. As the model was
not trained to analyze tweets specifically, it is
possible that twitter-specific language and slang
would not be scored accordingly. Furthermore,
the current path of exploration is narrow; while
sentiment correlations with tweet frequency may
be an indicator that the same information is
shared, it does not give insight into how this
information is perceived. For example, real in-
formation cast in a negative light (e.g. out of dis-
agreement) may affect how their audience per-
ceives and passes on that information (inter-
preted as real or fake), however, such analysis
is difficult to conclude based on this correlation
alone. Further work into the sentimental lean-
ings for each group may provide this insight, as
well as subjectivity. Finally, the three sentiment
modes of focus are broad. For example, ’nega-
tive’ does not distinguish between sadness and
fear, both of which represent very different mo-
tivations in the sharing of information.

We also recognize that a low correlation with
a high p-value cannot be used to reject the alter-
nate hypothesis that the datasets are correlated;
rather, it suggests that it is likely that there is
no correlation between the datasets. Further
comparisons using a null hypothesis where the
KRCC is 1 must be done to reject the correla-
tion.

Conclusion

Living in the Information Age, the wonders of
quick info and knowledge access can easily be
misused for harmful intents. In difficult times
like the COVID-19 pandemic, it is nevertheless
more important to be able to learn and identify
ways that can reduce the spread of misinforma-
tion.

This study examines how specific categories
of influential social nodes correlate to the spread
of misinformation to find potential ways to limit
the propagation of fake news and its harm. The
current research and analysis shows that as ex-
pected, health organizations strongly correlate
to the spread of real news and poorly corre-
lates to the spread of misinformation. There-
fore, by encouraging users to follow official medi-
cal accounts, this would reduce the exposure and
spread of misinformation. Furthermore, the cur-
rent methods find that politically left individu-
als help spread more true news than misinfor-
mation, and that celebrities drive the spread of
true and fake news.

Surprisingly, other categories of influencers
have conflicting results or moderate to low cor-
relations to both the spread of true and fake
tweets. This could mean that they do not play a
significant role in the spread of misinformation.
On the other hand, these results can also be due
to the sources of errors discussed previously and
the use of KRCC instead of other correlation
coefficients. Therefore, future work with larger
sets of consistent data as well as different corre-
lation measurements should be explored to con-
firm the validity of the produced results. The
sentiment analysis also shows that emotions in
tweets do not play a role in spreading misinfor-
mation. However, this result could change as
we modify and develop our sentiment analysis
model.

All in all, we advise Twitter users to follow
more health organizations to gain knowledge of
real COVID-19 news. Celebrity tweets should
be retweeted with caution to make sure as their
tweets are a driving force for both real and fake
news. Although politically left individuals are
shown to help spread more true news than fake
news, one should still think before blindly be-
lieving every news tweet these individuals post,
as they have high correlations with both types
of news.

Acknowledgements

We would like to thank Mark Ebden for provid-
ing us with valuable advice and guidance on cal-
culating statistics and significance testing. Fur-

10



thermore, we would also like to thank the STEM
Fellowship for this opportunity to learn about
data science and engage in infodemiology re-
search.

Appendix

Table 8: Sentiment Average Likes Timeline Cor-
relation KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Pos -0.1634 0.2154
Neu -0.0772 0.5602
Neg 0.01517 0.9100

Political Right
Pos -0.3500 0.0085
Neu -0.1923 0.1478
Neg -0.1461 0.2747

Political Left
Pos 0.2211 0.0946
Neu 0.3150 0.0178
Neg -0.0050 0.9700

Celebrities
Pos 0.1500 0.2591
Neu 0.2234 0.0940
Neg 0.2226 0.1057

News Right
Pos 0.1516 0.2519
Neu 0.2645 0.0446
Neg 0.1473 0.2672

News Left
Pos 0.1724 0.1974
Neu 0.2906 0.0272
Neg 0.2069 0.1201

Real
Pos 0.2150 0.1059
Neu 0.1732 0.1941
Neg 0.1978 0.1373

Fake
Pos -0.0546 0.6795
Neu 0.0818 0.5355
Neg 0.1096 0.4166

Table 9: Sentiment Average Retweets Timeline
Correlation KRCC and Mann-Kendall P-Values

KRCC P-Value

Health Org.
Pos -0.2376 0.0715
Neu -0.1519 0.2517
Neg -0.0704 0.5979

Political Right
Pos -0.2700 0.0422
Neu -0.1074 0.4189
Neg -0.1915 0.1523

Political Left
Pos 0.2410 0.0685
Neu 0.3050 0.0218
Neg -0.0602 0.6516

Celebrities
Pos 0.2000 0.1324
Neu 0.2635 0.0482
Neg 0.1964 0.1534

News Right
Pos 0.1913 0.1481
Neu 0.2744 0.0372
Neg 0.1773 0.1818

News Left
Pos 0.1330 0.3234
Neu 0.2709 0.0401
Neg 0.1773 0.1846

Real
Pos 0.2650 0.0463
Neu 0.1079 0.4184
Neg 0.2128 0.1098

Fake
Pos 0.0893 0.4990
Neu 0.2404 0.0686
Neg 0.2065 0.1260
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